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Abstract 

Restricted waters present several challenges for ship builders and operators. The proximity of 
the seabed and river or canal banks cause viscous effects to be more pronounced than in 
unrestricted waters. These effects do not follow a linear scaling law, which is typically assumed 
in terms of sinkage and trim. Moreover, the resistance of the ship is increased in a complex 
fashion, which has largely eluded researchers. The present study will aim to elucidate scale 
effects in shallow water performance predictions. Particular attention is placed on the form 
factor, wave resistance, and frictional resistance. Scale effects are confirmed in the two former 
parameters. Justification for the obtained results is sought in terms of flow properties. 
Specifically, the flow velocity and boundary layer thickness are examined in detail. The 
selected case-study reflects recent experimental work on the KCS hull form in restricted waters. 
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1. Introduction 

Historically, naval architecture has primarily relied on Experimental Fluid Dynamics (EFD) 
due to the lack of consistently reliable theoretical predictions in the field. The advent of 
analytical and computational methods has done little in encouraging naval architects to adopt 
theoretical predictions in their toolkit. Even where this has been the case, computational work 
usually takes a secondary place. While experimental work has its distinct advantages, the 
tendency of overreliance on the EFD predictions has some major drawbacks.  

Experiments are expensive, especially shallow water cases (Jiang, 2001), they require time, as 
well as facilities with adequate equipment. Even if all of these requirements are satisfied, one 
can run into the assumptions of the extrapolation procedures used to determine the full-scale 
parameters. Specifically, scale effects have been documented in every component of ship 
resistance (García-Gómez, 2000; Kouh et al., 2009; Raven et al., 2008). Several studies have 
investigated the impact one’s choice of extrapolation procedure on the full-scale resistance of 
a vessel. For instance, Niklas and Pruszko (2019), Terziev et al. (2019a), and Terziev et al. 
(2021) found a scatter in results depending on the extrapolation method used. 

The case of shallow water presents an additional layer of complexity, because scale effects are 
expected to be greater than in unrestricted waters (Tuck, 1978). Here, it is important to 
distinguish between inland ships, which spend their entire operational lives in restricted waters, 
and seagoing ships. Shallow water studies merit investigation because even seagoing ships 
enter shallow waters multiple times each voyage. It is precisely in these cases that a significant 
proportion of accidents occur according to EMSA (European Maritime Safety Agency, 2019, 
2018, 2017, 2016, 2015). However, this does not represent the full picture. Inland 
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transportation will play a major role if carbon dioxide emissions due to transportation are to be 
reduced. This has led to policies aimed at encouraging the use of navigable rivers and canals 
(Caris et al., 2014; European Commission, 2018; Mihic et al., 2011).  

To facilitate the transition to safer operations in shallow waters, the underlying hydrodynamic 
phenomena must be better understood. An action taken by the ship in deep water can have 
counter-intuitive consequences in shallow water (Tuck, 1978). These consequences are caused 
by the hydrodynamic interaction between the ship’s hull and the surrounding bathymetry. 
Effects include a reduction in under keel clearance which translates into a grounding hazard. 
Additionally, the resistance is known to increase, and the manoeuvrability characteristics are 
compromised (Fujino, 1976; Millward, 1996). Faced with the above challenges, many analysis 
methods are either inapplicable, or perform poorly in shallow water. 

The primary goal of this paper is to examine scale effects of the total resistance and its 
constituent components in confined water. It is important to mention that there have been 
reports of scale effects in sinkage between model- and full-scale measurements in shallow 
water (Dand, 1967; Duffy, 2008; Ferguson, 1977; Shevchuk et al., 2019; K. Song et al., 2019). 
The fact that external parameters, such as wind and waves are impossible to control, as well as 
the difficulties one faces in full-scale measurements might preclude the identification of the 
specific root these scale effects experimentally. It may not always be possible to ascertain 
whether a true scale effect is observed, or if the apparent differences are due to uncontrolled 
parameters, such as surface roughness, bathymetry irregularity, etc. The adopted case-studies 
therefore neglect the effects of sinkage and trim. 

The lack of experimental data at different scale factors (i.e. a geosim series in a controlled, 
laboratory environment) for the same ship in confined water motivates a purely numerical study 
in all but the smallest scale factor, where data is available. The geosim analysis is applied on 
the well-known KCS hull form, with conditions replicated from recent experimental work, 
reported in Elsherbiny et al. (2019). To reveal scale effects, double body and multiphase 
simulations are performed. In the present context, double body simulations refer to the 
modelling approach where the free surface has been replaced by a symmetry plane. This has 
the effect of eliminating the wave resistance component from the total resistance. The novelty 
of this study is expressed in the approaches used to determine the parameters of interest, as 
well as the adopted case study. 

The remainder of this work proceeds with a layout of the necessary background in Section 2, 
followed by a brief description of the methodology in Section 3, which also contains the ship 
geometry and case-studies. Section 4 contains the results and relevant discussion, whereas the 
conclusions and recommendations for future work are laid out in Section 5. 

2. Background  

A critical part of ship design is to assess the power requirements (Tezdogan et al., 2016b). To 
obtain a complete picture of a ship’s performance, the designer must also understand how the 
ship will react to a reduction in under keel clearance (Tuck and Taylor, 1970).  This may occur 
whilst entering a port, or traversing one of the famous man-built waterways (the Panama and 
Suez canals (Tuck, 1966)). It is known that an increase in resistance can be expected when 
operating in shallow waters. Typically, this is offset by a reduction in speed, also used to insure 
against groundings, which are the most frequently occurring accidents in the Suez Canal. While 
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a grounding at low forward speed may not damage the ship from a structural point of view, it 
creates congestion. The low speed requirement has also meant that the abovementioned 
waterways have become bottlenecks, restricting the amount of freight passing through. In fact, 
while the average annual vessel traffic has remained largely constant in the past four decades, 
freight has increased in an exponential fashion (Suez Canal Authority, 2018). Therefore, ship 
size must have increased proportionally (Briggs, 2006). This has meant that the main task of 
the Suez Canal Authority is now to perform bathymetric surveys, since larger vessels require 
greater under keel clearance and safety margins.  

In terms of ship resistance, ship designers have many tools at their disposal. Typically, during 
the design stage, parameters are predicted in an iterative fashion with ever increasing 
complexity, culminating in a model experiment. Unfortunately, these are normally confined to 
unrestricted waters, because shallow water experiments are difficult and expensive (Tuck, 
1978), even more so than in deep waters. The implications of this are many. Primarily, the 
selected resistance extrapolation procedure might only be performed in deep waters. 

Extrapolation of ship resistance is performed following the two-dimensional methodology of 
Froude (1874), or the three-dimensional approach of Hughes (1954). The latter, also known as 
the form factor approach, is endorsed by the International Towing Tank Conference (ITTC), 
and is adopted in this study. Both extrapolation procedures begin by decomposing ship 
resistance into a frictional component and a residual component in the case of Froude's (1874) 
method, while Hughes (1954) uses wave and three-dimensional effects instead. The frictional 
resistance is estimated by a friction line or correlation, by calculating the resistance of a flat 
plate with surface area, equal to the ship’s wetted area. A plethora of such relationships (all of 
which are functions of the Reynolds number) have been developed. Broadly, they are classified 
as analytical, correlational, or numerical, based on the derivation used in each case. In the 
present study the frictional resistance data will be compared against 17 such relationships.  

One of the most fundamental problems in model tests, and the subsequent extrapolation is that 
the intrinsic physical properties of the medium (air and water) have not been scaled down along 
with the ship. In this respect, potential flow can be a useful starting point. Specifically, linear 
potential flow theories predict no scale effect in the wave pattern, generated by a ship. 
Therefore, any scale effects stem from the action of viscosity, vorticity, and turbulence. It is 
this aspect of the physical problem that requires more attention. In this respect, adopting a canal 
case-study, where both the depth and width are restricted is beneficial. This is because 
restrictions, whether horizontally or vertically in a seaway are thought to augment the effects 
of viscosity. 

In extrapolation techniques, the running sinkage of the ship is assumed to scale linearly, i.e. 
with ship length (Gourlay and Tuck, 2001). However, boundary layer physics suggests this 
should not be the case, because the thickness, and therefore forces within the boundary layer, 
do not follow the abovementioned scaling law (White, 2010). Here, it is useful to introduce the 
concept of an “equivalent ship”. This is sometimes used in potential flow theories in an attempt 
to account for boundary layer displacement thickness and its impact on flow properties 
(Gotman, 2002; Lazauskas, 2009). Simply put, an “equivalent ship” is the ship’s underwater 
geometry, plus the displacement thickness of the boundary layer. Now, the displacement 
thickness being different at each scale, inevitably means that this equivalent ship operates at 
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different clearances (from the seabed and/or the canal side – if one exists). That is, even if one 
is willing to neglect the effects of turbulence and vorticity. 

Turbulence and its effects are not well understood on flat plates (Durbin and Pettersson Reif, 
2011). Complex shapes, as ships, which feature the free surface effects and strongly three-
dimensional boundary layers therefore present an additional difficulty (Magionesi and Di 
Mascio, 2016). The former have not been accounted for by any turbulence model in their 
derivation process. In other words, there is doubt and controversy in some aspects of ship 
hydrodynamics, especially in shallow water cases (Tuck, 1978), where the above effects are 
more pronounced.  

It is well documented that the form factor (1+k) changes with Reynolds number (Re), as 
demonstrated by many researchers (García-Gómez, 2000; Kouh et al., 2009; Lee et al., 2018; 
Terziev et al., 2019a; Zeng et al., 2019), but still endorsed as part of the ITTC extrapolation 
procedure (ITTC, 2017a). The wave resistance is also typically assumed invariant, but as is the 
case with sinkage and trim, boundary layer physics suggests otherwise. To elaborate, Brard 
(1970) predicted that viscosity and vorticity act on near-field waves as 1 (𝑅𝑒 × 𝐹ℎ

2)⁄
1/3, while 

on far field waves as 1/(𝑅𝑒 × 𝐹ℎ
4 ), where 𝐹ℎ is the depth Froude number and Re is the 

Reynolds number. Thus, rendering the effect of near-field waves more significant. 
Coincidently, these are also of greater practical importance in the low speed regime, where the 
vast majority of ship operate in shallow and/or restricted conditions. This is because ships 
generate predominantly near-field disturbances at low speeds. 

The influence of turbulence is also known to impact on ship-generated waves (Brard, 1970; 
Tatinclaux, 1970). Since it is not possible to achieve both Reynolds and Froude similarity 
simultaneously in practice, one retains different flow properties in terms of turbulence and 
vorticity when extrapolating from model to full-scale. As stated previously, this has the effect 
of modifying the “equivalent ship” at each scale for the same (depth) Froude number. However, 
a more subtle consequence manifests itself in the fact that the stern of the ship, which is the 
second wave maker in terms of importance after the bow, operates in a different flow condition.  

One could consider the aforementioned statements from the classical point of view of source 
strength distribution used by potential flow to model the ship as a wave maker. If boundary 
layer physics are taken into account, then the source strength, assigned to the stern is not the 
same at different scales. This is true because the boundary layer is relatively thicker at model 
scale than at full-scale. Moreover, a higher Reynolds number implies a broadening of the 
turbulent kinetic energy spectrum (Durbin and Pettersson Reif, 2011). The net effect of this is 
the presence of eddies of different characteristic length and time scales. All of the above serve 
to point towards the existence of a viscous effect on the wave resistance, as suggested by Brard 
(1970) and Tatinclaux (1970). 

The arguments laid out so far must also be considered in conjunction with the fact that in each 
scale factor of a geosim series, the fraction of the ship over which a laminar boundary layer 
may be observed is different. Furthermore, knowledge that a thickening of the boundary layer 
occurs with increase in scale factor (decrease in linear dimension) suggests that it may be 
expected that wave resistance will decrease as one moves up the Reynolds number scale in a 
geosim series. This was one of the conclusions of Ferguson (1977), who observed this effect 
experimentally. More recently, studies on ship hull roughness demonstrated that a thicker 
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boundary layer, resulting from surface roughness decreases wave resistance (S. Song et al., 
2019). According to Demirel et al. (2017), the increased viscous effects within the boundary 
layer of a fouled surface reduce the wave component of resistance by modifying the wave field. 

However, Brard (1970) discovered that turbulence and vorticity supress ship waves. Indeed, 
the presence of turbulence is typically interpreted mathematically as a “sink” for large scale 
motions (Golbraikh et al., 2013). It is therefore not straightforward to predict whether the wave 
resistance will be higher or lower a priori. This is the case because the combined effect of 
turbulence, vorticity, and change of boundary layer properties on ship waves are difficult to 
quantify.  

Flow separation is also known to play an important part in model-scale, but not in full-scale 
(Kouh et al., 2009; Raven et al., 2008). Vortex formation is typically delayed in full-scale, and 
when it occurs, vortices encounter higher damping than in model-scale (Hochkirch and Mallol, 
2000). Both of these effects are likely related to the change in laminar-turbulent boundary layer 
transition location. This causes the different flow properties generated at each scale to cascade 
and snowball towards the stern and into the wake itself.  

In this work, the deliberate choice is made to examine scale effects in the resistance of a ship 
advancing through a restricted waterway. In such cases, the level of restriction increases 
nonlinear and viscous effects. Thus, one might expect to observe pronounced changes in the 
examined parameters. Sinkage and trim have been shown to vary with scale factor both 
numerically (Shevchuk et al., 2019; K. Song et al., 2019) and experimentally (Duffy, 2008). 
More recently, numerical studies on the scale effect of ship squat predicted a deviation between 
dimensionless sinkage of approximately 5% (Kok et al., 2020). It is therefore justifiable to 
neglect sinkage and trim to isolate effects on resistance. Maintaining the ship fixed also allows 
comparison with a recent friction line, designed specifically for the ship used in this study in 
shallow water conditions under the assumption that the ship has an even keel (Zeng et al., 
2019). 

Since the inclusion of sinkage and trim would complicate matters significantly their effect is 
not accounted for, i.e. the ship is kept fixed at all examined scale factors. In fact, their combined 
effect on the resistance of a ship is of greater relative importance in restricted waters than in 
infinitely deep and wide waters. Moreover, according to Ferguson (1977), using changes in 
sinkage and trim as a significant factor in the extrapolation procedure is warranted. Therefore, 
this is left as a piece of future work.  

3. Methodology 

This section is split into two major parts. In the first part, the overall procedure and case-studies 
are presented. The second section contains a description of the numerical set-up used, together 
with details regarding its implementation. 

3.1 Approach to the problem at hand 
The approach to the problem adopted herein is to perform a numerical simulation in a single 
scale factor, where experimental data is available. In particular, the work of Elsherbiny et al. 
(2019) was selected. For this case, the discretisation uncertainty is estimated to demonstrate 
the efficacy of the numerical set-up for this case. Specifically, the well-known KCS ship, 
without appendages was used, in a depth to draught ratio of 2.2 and a depth Froude number 
(Fh) of 0.303. Although different speeds are also available, as a result of the experiment, 
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Fh=0.303 was selected as it guarantees a reasonable speed when full-scale is reached 
(approximately 9 knots). This is chosen to increase the practical relevance of the study. 

The choice of the next, higher scale factor (λ) is trivial in the absence of experimental data. For 
this reason, it was decided to divide λ by 2, followed by a full-scale simulation to arrive at the 
scale factors and ship properties shown in Table 1. In Table 1, the field labelled as “Dynamic 
viscosity” is used to reproduce the approach of Haase et al. (2016). In the aforementioned 
study, the authors devised a procedure whereby a modification of the value of viscosity, a ship 
may satisfy both Reynolds and Froude similarity simultaneously. The value highlighted in bold 
is the default used in all simulations, whereas the fields corresponding to the remaining scale 
factors contain the value used to push the Reynolds number its corresponding value for each λ. 
This is performed while the linear dimensions are maintained the same. The approach allows 
one to use a single grid for scale effects assessments.  

Recently, the authors used the same approach alongside linear scaling and demonstrated the 
that the approach provides results that are close to those obtained by a traditional double body 
simulation (Terziev et al., 2021, 2019a). Around the same time, Sezen and Cakici (2019) 
performed a similar study, but arrived at the opposite conclusion. This is the case for several 
reasons. Firstly, in Terziev et al. (2019a), solely double body simulations were performed using 
the approach referred to as “viscous scaling”. This eliminates the issue of viscous effects on 
the free surface, resulting from the change in the physical properties of the fluid surrounding 
the ship. However, in the evaluation the performance of the viscous scaling approach, the 
authors (Sezen and Cakici, 2019) assumed that the residuary coefficient must remain constant. 
Moreover, the initial methodology of Haase et al. (2016a) validates a grid in model scale, then 
repeats the simulation with a change in the viscous properties of the fluid. No change in mesh 
was originally envisioned. Although it is true that the y+ values cannot remain the same 
between the different case-studies, a change in mesh characteristics voids the first step, in 
which validation is performed. In addition, the approach’s appeal is expressed in the fact that 
low cell numbers can be used to perform a full-scale simulation. Reconstructing the mesh and 
matching the y+ values negates this appeal as it corresponds to a drastic increase in cell 
numbers.  

Once the viscously scaled simulation has run its course, the results are multiplied by the ratio 
of scale factors to the third power, thus correcting the discrepancy in linear dimensions.  
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Table 1. Case-studies 
Quantity Symbol Value Unit 
Scale Factor λ 75 37.5 1 - 
Length L 3.067 6.133 230 m 
Beam B 0.429 0.859 32.2 m 
Draught T 0.144 0.288 10.8 m 
Depth D 0.253 0.507 19 m 
Water depth h 0.317 0.634 23.760 m 
Block coefficient CB 0.651 0.651 0.651 - 
Longitudinal Centre of Gravity LCG 1.488 2.976 111.593 m 
Wetted area S 1.694 6.777 9530 m2 
Speed U 0.535 0.756 4.630 m/s 
Reynolds number Re 1.840×106 5.205×106 1.195×109 - 
Dynamic viscosity μ 8.8871×10-4 3.1421×10-4 1.3683×10-6 Pa-s 
Depth Froude number Fh 0.303 - 

3.2 Numerical implementation 
The placement of the inlet and outlet boundaries follows the recommendations of ITTC (2011) 
and is shown in Figure 1. The domain top is placed at 1.25×L from the undisturbed water 
surface, where a velocity inlet condition is imposed. The domain bottom is set to match the 
experimental condition of h/T=2.2 in all scales, specified as a velocity inlet. Such a boundary 
condition guarantees that there will be no relative motion between the fluid and the seabed. A 
velocity inlet may also be preferable due to the fact that open boundaries have a stabilising 
effect on the numerical solution. In any case, the use of velocity inlets to represent the domain 
bottom has been validated in recent studies (Elsherbiny et al., 2020). The side boundary is also 
positioned following the experiment, at 2.3m from the ship centreline in λ=75, and is scaled 
accordingly. The accompanying mesh for the full-scale multiphase simulation is shown in 
Figure 2, whereas Table 2 contains the resulting cell numbers for all simulations. It should be 
noted that the multiphase simulation for λ=75 corresponds to the cell numbers used for viscous 
scaling.  

To ensure that the longitudinal extent of the computational domain does not impact 
detrimentally the solution, the domain was extended by one ship length on either side of the 
ship and the simulation repeated. This revealed no discernible change in the results. The near-
wall mesh is set to maintain an average of y+<1 in all model-scale computations, whereas its 
average value in full-scale is approximately 300. This compromise in altering the y+ values 
between model and full-scale is adopted due to the difficulties in modelling a y+<1 case at full-
scale and the coarse nature of the mesh should y+=300 be adopted at model-scale.  
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Figure 1. Domain characteristics and boundary conditions 

 
Figure 2. Full-scale mesh generated in Star-CCM+ 

Table 2. Cell numbers for all simulations. 
Scale factor 1 37.5 75 
Multiphase 26644375 7938801 4046168 
Double body 14339889 2387454 1050032 

The simulations which contain both air and water and represent the experimental set-up as 
accurately as possible are labelled as multiphase. Here, the interphase between the two 
mediums is modelled by the Volume of Fluid (VOF) method (Hirt and Nichols, 1981). This is 
a standard approach adopted in the vast majority of marine CFD where the resolution of the 
free surface is important. The VOF method is also used in Star-CCM+ to model air and water 
currents and therefore the ship’s speed. This is done via the concept of a flat wave, and is set 
appropriately for each scale, as shown in Table 1. The velocities specified at the inlet boundary, 
while the outlet is required to maintain the hydrostatic pressure.  

To enable the assessment of scale effects, an estimate of the wave resistance and form factor is 
necessary. In CFD, these can be extracted by performing what is known as a double body 
simulation. In essence, this is equivalent to replacing the free surface with a symmetry plane. 
Thus, wave resistance is no longer a component of the total, as shown in Eq. (1a) for multiphase 
regime, and Eq. (1b) for double body regime: 

CT =CF×(1+k)+CW         (1a) 

CT = CF×(1+k)         (1b)  

In Eq. (1a) and Eq. (1b), all resistance parameters are shown in non-dimensional form, achieved 
by division by 0.5×S×U2×ρ, where S is the wetted area in m2, U is the ship velocity in m/s, 
and ρ is the water density (997.561 kg/m3). To obtain the wave resistance, one must simply 
subtract the total resistance in double body mode from the multiphase condition, while the form 
factor (1+k) is obtained by division of CTdb by CFdb (Eq. (1a) and Eq. (1b): CTdb/CFdb) (Molland 
et al., 2017), where the m subscript refers to multiphase solutions, while db indicates double 
body. It is important to note that CFD predicts ship resistance (CT) as the sum of normal 
(pressure resistance CP – which contains 3D effects (viscous pressure) as well was wave 
resistance (CW)), and tangential (frictional resistance CF) components. It should be noted that 
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in this paper, flat plate friction lines are not used to determine the form factor as is typically 
done according to the ITTC (1999). This done in favour of the frictional resistance coefficient 
obtained from CFD because this matric has been shown to be highly sensitive to ship 
underwater form as well as depth, rendering the usually used friction lines inapplicable to 
shallow waters. In other words, the approach of  Zeng et al. (2019) is followed. 

For the purposes of this study, the standard k – ω model (Wilcox, 2006) is adopted, as 
implemented in Star-CCM+ version 13.06.012. Previous work demonstrated the k – ω model’s 
stability and consistency for the class of problems examined here (Elsherbiny et al., 2020; 
Terziev et al., 2019b). Moreover, it proved the least computationally expensive two-equation 
turbulence model. The k – ω model showed an increase in solution time of 8% compared to a 
one-equation turbulence model, whereas the k – ε model increased the wall time by 
approximately 16%. Due to the high relative importance of turbulent properties, convective 
and diffusive terms are set to 2nd order.  

The temporal evolution of the solution is resolved via a first order implicit unsteady scheme, 
with a time step (Δt) equal to Δt = 0.0035×L/U. This has been demonstrated to be a good 
choice in several works, and is adopted here (Terziev et al., 2018). However, it is important to 
state that any discretisation of the temporal term of the Navier-Stokes equations will inevitably 
result in some numerical error. These are explored in the following section. The remaining 
physics, modelled by the incompressible RANS equations, are solved for numerically via the 
segregated flow solver offered in Star-CCM+. More details can be accessed in Siemens (2018).  

4. Results and discussion 

4.1 Verification study 
As mentioned previously, the first step in the procedure is to determine the uncertainties of the 
numerical set-up of λ=75. The predicted multiphase total resistance coefficient (5.123×10-3) 
shows reasonable agreement with the experimental value (5.505×10-3), underpredicting the 
result by -6.85%. This is thought to be sufficiently accurate, especially considering that in the 
experiment, the ship was allowed to sink and trim, whereas during the numerical simulation it 
was kept fixed. The verification study is presented in Table 3 for spatial and Table 4 for 
temporal discretisation, respectively. It should be noted that the relevant equations and 
relationships used in the production of Table 3 and Table 4  are omitted. Instead, the reader is 
referred to the report by the ITTC (2017b). To compute the numerical uncertainty, the Grid 
Convergence Index (GCI) is used, which is typically treated as the standardised approach to 
reporting numerical uncertainties.  

Table 3 and Table 4 contain the numerical uncertainty estimates induced by the choice if grid 
and time-step, respectively. The results indicate that the largest uncertainty can be expected 
from the multiphase RANS simulation (3.348%). In terms of temporal dependence, the 
simulations do not show significant errors. According to Table 3 and Table 4, the numerical 
simulations (regardless of physics approach) are more sensitive to grid refinement than they 
are to a change in the time step. 

The choice of refinement ratio is of critical importance in verification studies (Phillips, 2012). 
This is used as a multiplicative factor to the grid size or time step to coarsen the grid. The 
choice of √2 is chosen in line with the recommendations of the ITTC (2008). In general, the 
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refinement ratio should be chosen to attain a value between 1.1 and 2, as suggested by ASME 
(American Society of Mechanical Engineers, 2009).  

The grid numbers achieved in this study were as follows. The double body cell numbers for 
the medium and coarse solution numbered 679,472 and 480,040, respectively. Similarly, the 
multiphase cell numbers were 2,384,829 and 1,395,411. In the process of coarsening the mesh 
for the verification study, the properties of the mesh used in defining the surface of the ship 
have been maintained identical. This is done to preserve an accurate representation of the ship 
geometry in the process of determining the numerical uncertainty. Such an approach was 
adopted by Tezdogan et al. (2016b, 2015) and is followed here as well. 

The wave resistance coefficient’s numerical uncertainty characteristics are also shown in Table 
3 and Table 4 for spatial and temporal discretisation, respectively. Here, 𝐶𝑊 is calculated as 
the difference of the multiphase and double body resistance values at each refinement level. In 
the case of time dependence, the double body simulations exhibit a greater variation in 
resistance characteristics than the multiphase results. Therefore, 𝐶𝑊 is predicted to exhibit an 
oscillatory behaviour. In this case, the modified relationships, as given in the recent work of 
Song et al. (2019) are used to predict the uncertainty, since they can cope with oscillations in 
the data.  

The uncertainty estimation technique also requires that other sources of error are small. These 
include round-off error and iterative error (Ferziger and Peric, 2002). The former is thought 
negligible in most cases, whereas the latter can have a significant impact. In this work, iterative 
errors are assessed via the procedure of  Roy and Blottner (2006). The results suggest that the 
smallest iterative errors are found in the case of double body simulations are negligible. On the 
other hand, the RANS multiphase simulation demonstrated an iterative error of circa 0.08%, 
which is considered sufficiently small. To ensure that the solution has converged, the resistance 
time-history is monitored alongside the residuals. The former are allowed to decrease by at 
least three orders of magnitude before the solution is stopped. 

Table 3. Spatial discretisation-induced numerical uncertainty (for λ=75). The wave resistance 
coefficient listed in this table was arrived at by subtracting the double body resistance from 
the multiphase resistance. The subscripts DB and M stand for double body and multiphase, 
respectively. 

Parameter Multiphase resistance Double body resistance 𝐶𝑤 (1+k)DB (1+k)M 

Refinement ratio √2 √2 √2 √2 √2 
Fine  5.123×10-3 4.752×10-3 0.371×10-3 1.12 1.15 
Medium  5.607×10-3 4.745×10-3 0.862×10-3 1.13 1.16 
Coarse  6.877×10-3 4.720×10-3 2.157×10-3 1.17 1.19 
Convergence Monotonic Monotonic Monotonic Monotonic Monotonic 
Order of accuracy  2.792 3.377 2.798 3.03 2.14 
GCI (%) 3.348 0.020 0.014 0.66 1.32 

Table 4. Temporal discretisation-induced numerical uncertainty (for λ=75). The wave 
resistance coefficient listed in this table was arrived at by subtracting the double body 
resistance from the multiphase resistance. The subscripts DB and M stand for double body 
and multiphase, respectively. 

Parameter Multiphase resistance Double body resistance 𝐶𝑤 (1+k)DB (1+k)M 
Refinement ratio √2 √2 √2 √2 √2 
Fine  5.123×10-3 4.752×10-3 0.371×10-3 1.12 1.15 
Medium  5.215×10-3 4.793×10-3 0.422×10-3 1.13 1.16 
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Coarse  5.293×10-3 5.010×10-3 0.289×10-3 1.18 1.19 
Convergence Monotonic Monotonic Oscillatory Monotonic Monotonic 
Order of accuracy  2.472 4.79 2.8930 3.27 2.22 
GCI (%) 1.109 0.016 0.0012 0.66 1.23 

 

An alternative and more conservative approach to estimate the uncertainty in the wave 
resistance is to take combine the uncertainties of the multiphase and double body simulations. 
This can be done by finding the square root of the sum of squares of the two quantities 𝑈𝑤 =

√𝐺𝐶𝐼𝑀
2 + 𝐺𝐶𝐼𝐷𝐵

2 , where 𝑈𝑊 is the combined uncertainty in the wave resistance, whereas the 
subscripts M and DB stand for multiphase and double body, respectively. Using this approach, 
the spatial and temporal discretisation uncertainties in the wave resistance coefficient are 
approximately 3.35% and 1.11%, respectively. Although tolerable, these values are more than 
two orders of magnitude greater than the GCI predictions. Therefore, this approach may be 
better suited to estimating a conservative measure of the wave resistance coefficient’s 
uncertainty.  

4.2 Numerical results 
In this section, the computed skin friction data are shown for each scale factor according to the 
three different methods in Figure 3 along some established friction lines. Here, it is evident that 
the viscous scaling procedure may be used with good accuracy to determine the frictional 
resistance coefficient. This conclusion may be drawn from the fact that the difference between 
the linearly scaled multiphase predictions and their viscously scaled counterparts are not 
substantial. These seem to increase as the Reynolds number approaches its full-scale value, 
where the viscously scaled simulation predicts the skin friction within 0.1% of the double body 
result.  
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Figure 3. Skin friction coefficients calculated at each scale and established friction lines, used 
to demonstrate the relative difference between the shallow water line of Zeng et al. (2019) 

compared to other predictions. 

Discrepancies between double body and multiphase results may stem from a variety of sources. 
These include the small changes of the wetted surface area resulting from the deformation of 
the free surface. Such effects have been neglected in the present study. Alternatively, research 
has shown that vortex shedding is modified as a result of the presence of a free surface (Suh et 
al., 2011). Moreover, such an influence has been documented experimentally by Dand (1967). 
The same researcher also predicted co-dependence of wave and frictional resistance of a flat 
plate. Thus, the changes observed in the frictional resistance coefficients are not strictly a 
manifestation of numerical assumptions. 

Now, it is important to put the findings presented in Figure 3 in context and compare the data 
with other research conducted recently. For this purpose, the friction line, specifically designed 
for the KCS in shallow water by Zeng et al. (2019) is included alongside the remaining friction 
lines. One may draw an immediate conclusion that the frictional coefficient is predicted with 
high accuracy in both model scale factors examined. Indeed, the line of Zeng et al. (2019) 
outperforms any of the remaining lines in the field. Naturally, this is solely due to the shallow 
water effect, which is not accounted for in the derivation of any other friction line. However, 
the full-scale results derived from the present study indicate a problematic trend.  

In reaching full-scale Reynolds numbers, the friction line of Zeng et al. (2019) exhibits too 
great a slope. Thus, the frictional resistance coefficients do not agree well with the data found 
in this study. Simultaneously, lines with milder slopes, specifically that of Grigson (1999) and 
Gadd (1967) are closer to the full-scale data. This suggests that at full-scale, the frictional 
resistance coefficient may be affected by the depth restriction to a lesser extent. The 
information presented here also points towards the fact that lateral restrictions might not impact 
the ship resistance significantly in terms of frictional resistance. That is at least at the restriction 
level posed in this study. However, one may expect that upon reaching significantly more 
restricted waters, such as narrow canals, the bank effect would be noticeable in the frictional 
resistance coefficient. In summary, the friction line of Zeng et al. (2019) is shown to perform 
well in model scale. To determine if the observed discrepancy in full-scale is due to the adopted 
case study requires further research.  

For instance, it may be the case that in full-scale, the effect of the bank is greater than in model 
scale. To prove or disprove this, analysis is required for different widths, although an attempt 
at quantifying such an influence is made later in this section. Such assessments do not seem 
popular in the literature due to the fact that the water depth has a greater bearing on the 
parameters of interest.  One final aspect of the solution that one should consider is the highly 
specific nature of the friction coefficients and associated line devised by Zeng et al. (2019). 
The solution included in Figure 3 was generated specifically for the KCS. Indeed, within their 
work, Zeng et al. (2019) produced lines for two other hull forms. Unfortunately, generalisations 
to other ships are not possible due to the highly specific nature of the flow in shallow water, 
which depends heavily on the ship form. This also points to the fact that each underwater shape 
influences the frictional resistance even in deep waters. Thus, the use of friction lines 
universally might not be the best approach. 
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To further support the argument laid out previously, that a free surface modifies the boundary 
layer, Figure 4 depicts the numerical boundary layer extents in the smallest and largest scale 
factors. Typically, the extent of the boundary layer is taken as the location where the velocity 
near a body reaches 99% of its free stream value. In the present case, it was found that such a 
condition does not lead to a single line, rather, to a small area where the flow attains practically 
the same speed. For illustration purposes, the boundary layer definition has been slightly altered 
to 90% of the free stream velocity. This is sampled at four locations, namely, at the forward 
perpendicular, amidships, at 0.25×Lpp

 and at the aft perpendicular.  

Even after restricting the definition of the boundary layer, it is apparent that amidships the flow 
velocity near the free surface exhibits several z/L points with the same velocity for a single y/L 
position. However, it is not thought necessary to restrict the boundary layer definition further 
as this may impact the resulting data detrimentally. Specifically, the difference in distribution 
of velocities within the boundary layers of different speeds will reduce as one approaches the 
solid boundary, where the flow is stationary with respect to the body. 

As asserted earlier, all subplots within Figure 4 confirm that at full-scale the boundary layer is 
thinner than at model-scale. However, the reduction in thickness at the aft perpendicular is seen 
as the largest. The proximity of the seabed causes the flow to accelerate as the water is passes 
beneath the ship. Amidships in model scale, connotations of an increasing boundary layer 
thickness are observed. This phenomenon is predicted by both the free surface and double body 
method in λ=75. However, the full-scale results exhibit an even weaker vortex, this specific 
feature being hardly discernible in both multiphase and double body simulations for λ=1. It 
should be noted that in their recent work, Song et al. (2019) obtained similar results in terms 
of boundary layer thickness variations in deep waters.  

In terms of viscous scaling, it is evident that the method performs adequately. To elaborate, the 
boundary layer seems to follow the full-scale prediction closely. It is also important to note that 
in model-scale, the free-surface effect is visible at the forward perpendicular, amidships, and 
at the aft perpendicular, where the boundary layer broadens as it approaches z/L=0. The same 
locations are characterised by the absence of the viscously scaled method’s boundary layer, in 
agreement with the full-scale data. 
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Figure 4. Predicted boundary layer thickness at different scales. 

The fact that the viscously scaled predictions model similar behaviour near the free surface is 
encouraging. However, there is an apparent difference between the frictional resistance 
coefficients predicted by this method and the linearly scaled simulations. This may stem from 
a difference in the wetted area, which has been assumed constant (in non-dimensional form) 
throughout all cases. To further elucidate the potential influence of such an effect, Figure 5 
contains the free surface elevations achieved during the course of this study for the largest and 
smallest scale factors. The intermediate scale has been omitted to allow a clearer depiction of 
the generated results. 

 

 
Figure 5. Comparison of the wave elevation on the ship hull. 
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For consistency, all dimensions have been normalised by the ship length in Figure 5. Here, the 
result label with a “vs” subscript indicates the viscously scaled result in full-scale. Figure 5 
shows that better agreement with the full-scale result is achieved near the stern of the ship via 
the viscously scaled model, rather than λ=75. Therefore, viscous effects are of lesser 
consequence in full-scale. This may be deduced by considering the fact that the viscously 
scaled simulation features a value of viscosity, that is significantly lower than one would 
normally observe (Table 1 may be consulted for the values). 

To provide supporting evidence for the observed phenomena, the reader is directed to the work 
of Brard (1970) and Tatinclaux (1970), who demonstrated that the action of viscosity, vorticity 
and turbulence are expected to have an impact on the flow properties. The abovementioned 
authors studied the effects of viscous, vortical flows on the wave resistance of a ship. Their 
findings include that a viscous contribution may be identified as part of the wave resistance of 
a ship.    

At this stage, it is worthwhile exploring the reason why potential flow theories do not account 
for wave elevation changes and the related consequences. According to Brard (1970), vortical 
and turbulent effects act on the ship in a manner proportional to 1/(𝑅𝑒 × 𝐹ℎ

2)1/3 in terms of 
local waves and 1 (𝑅𝑒⁄ × 𝐹ℎ

4) in terms of far field waves. Unfortunately, the analysis presented 
in Brard (1970) is for deep, unrestricted waters. The relative magnitude of the aforementioned 
terms is shown graphically in Figure 6. However, one may reasonably expect the above effects 
to be of greater significance in restricted shallow waters. Thus, no logical contradiction is 
expected when carrying the above relationships to the present analysis. Since the depth Froude 
number has been maintained constant, it is not though necessary to examine the specific 
relationships as a function of this particular parameter. Instead, Figure 6 depicts the relative 
contribution of each wave component (far-field and near-field) with increasing Reynolds 
number.  
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Figure 6. Effect of viscosity and turbulence on near and far field waves according to Brard 
(1970). 

Figure 6 suggests the assertion that viscous effects are of lesser consequence at full-scale in 
Figure 5 is justified according to the mathematical analysis of Brard (1970). Although the 
present case studies are restricted to a single speed for which no far field waves are present, it 
is worthwhile to comment on their potential effect. If a ship propagates at a speed where far 
field waves are generated, regardless of the water depth and/or restriction, the effect in the far 
field waves is expected to be greater than that in the near field disturbance. This follows 
because although the region where viscous effects dominate has become smaller, it has not 
completely disappeared. Thus, significant proportions of the near field disturbance will be 
generated and will lie within this region. Conversely, the far field waves will be impacted by a 
smaller wake, as demonstrated in Figure 4.  

As a certain Reynolds number (≈107) is passed, the relative difference between the model and 
full-scale waves decreases rapidly. This may be confirmed by examination of Figure 6, where 
it is apparent that the slope of the far field effect is nearly zero for Reynolds numbers past 108. 
A small effect may be expected because the majority of changes in the wake occur in the region 
Reynolds numbers in the region of 106

 – 107. Coincidently, this is the region where all model 
tests are performed due to size limitations. Thus, it may be an inescapable fact that such effects 
cannot be negated completely by adopting a model with greater linear dimensions. This is also 
augmented by the fact that as one enters the lower range of Reynolds numbers, both curves 
increase in magnitude rapidly. 

The effects demonstrated in Figure 6 are typically omitted from potential flow theories, even 
when a nonlinear vortical flow is sought. This is the case because of the small relative 
magnitude both the near and far field disturbances exhibit, as well as their nonlinear nature. 
Therefore, an analysis where terms to, say, second order are sought would justifiably not take 
these terms into account (Brard, 1970; Tatinclaux, 1970). 

The next step is to examine the predicted wave resistance. This is shown in Figure 7, using the 
aforementioned methods (viscous and viscous scaling). The viscously scaled wave resistance 
coefficient is estimated by subtracting the total resistance as scaled (viscously) and the double 
body resistance at the specific scale factor.  
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Figure 7. Predicted wave resistance coefficients. 

Figure 7 clearly shows that the methods agree in terms of trend – an overall reduction as the 
scale factor approaches full-scale is observed. Not surprisingly, the predictions follow a pattern 
closely resembling that of Figure 6, characterised by a sharp decline in the low Reynolds 
number range, followed by a mild slope. As demonstrated previously, the smallest linear 
dimensions coincide with those where the viscous effect is expected to be highest. Therefore, 
the difference between the wave resistance observed at the two adjacent model scale factors is 
justified. The source of the persistent discrepancy between the methods is likely related to the 
assumptions in terms of viscosity and double body approximation, although one would expect 
this to decline further if the Reynolds number were to be increased.  

Prior to providing further justification of the results shown thus far, the final set of data is 
presented. Specifically, Figure 8 depicts the predicted form factors.. The overall trend observed 
in the figure is that of reduction in (1+k) with higher Reynolds numbers. The best-behaved 
curve is that calculated via the multiphase method. Indeed, the experimental work of Elsherbiny 
et al. (2019) suggested the form factor should be in the region of 1.16. The double body 
prediction seems to resemble this to a lesser extent, and as the scale factor is increased, the data 
do no decrease monotonically as is the case with the multiphase results.  

However, it is not possible to asses scale effects in (1+k) in the absence of experimental data 
for each scale factor. Moreover, the multiphase method is not characterised by an increase for 
λ=37.5. This points to the fact that the double body simulation at λ=37.5 may be inaccurate 
rather than the multiphase one. The change in form factor may be justified by referring to the 
recent work of Zeng et al. (2019). In the aforementioned work, the authors derived a similar 
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shape for (1+k). The authors also defined a new relationship for the form factor of the KCS 
sailing in shallow waters, which is employed in Figure 8.  

 
Figure 8. Predicted form factors. 

The relationship defining the solid line in Figure 8 due to Zeng et al. (2019) does not take into 
account the lateral confinement, which is the suspected cause of the observed difference. 
However, the agreement between the multiphase data and the approximation of Zeng et al. 
(2019) is seen to be good. Thus, this study confirms the efficacy of the method determined in 
the previously mentioned reference.  Unfortunately, the curve fitting approach used to derive 
the relationship must be performed anew for each ship. This is because no method is known to 
determine such an equation for any ship without the presence of data to fit. To prove that the 
lateral confinement’s effect is not as significant as the depth restriction, the velocity distribution 
along a line in the x –z plane at the aft perpendicular is used. An example of this for [x/L, 
z/L]=[0, 0.5T] is shown in Figure 9, where the velocity has been normalised by the free-stream 
velocity. In the present context, this is defined as the flow velocity specified at the inlet. The 
specific location is chosen in line with the significant difference in boundary layer thickness 
observed in Figure 4. 
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Figure 9. Velocity distribution along a line at the aft perpendicular, z=0.5T. Depicted: 
multiphase simulations, λ=75 and λ=1. 

It is apparent in Figure 9 that the flow is accelerated in a different manner in the two scale 
factors. More importantly, the flow speed achieved near the tank wall (which is set as a slip 
wall and therefore does not impact the flow velocity as a no-slip wall would) is higher than the 
free-stream velocity. In λ=75, the flow velocity is 2.6% higher, whereas in λ=1 – 1.9% higher 
than that specified at the inlet. In other words, a net difference of 0.7%. Although one may 
argue that this is not a significant difference, its impact is nonetheless of some, albeit small 
importance to the ship, particularly on the frictional resistance. The manner in which the 
different scale factors achieve their maximum flow speeds near the wall is different form one 
another. Thus, the results from this study can be used to signify that in full-scale, side wall 
effects are of (slightly) smaller influence than in model scale factors.  

Importantly, Figure 9 suggests that flow properties do not scale linearly in highly restricted 
waterways. Had this been the case, no difference would be present in the curves shown in 
Figure 9. Therefore, forming a geosim series in such conditions is not as straightforward as 
simply scaling the tank dimensions. In practice, tanks equipped with false bottoms could be 
used effectively in this respect. However, if one is to accept the results associated with Figure 
9, then the tank dimensions should scale non-linearly. The manner in which this should occur 
is not known at present, but correction methods similar to Raven (2019) could be considered 
as a starting point. The issue with such corrections is that they are inherently designed to 
remove side wall effects, whereas one might wish to maintain this influence when designing, 
say, a canal boat, or river cruise ship.  
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The results presented in Figure 9 should also be considered in conjunction with the boundary 
layer thickness assessment carried out in Figure 4. These jointly suggest that the influence of 
the water depth scales non-linearly as well as the width. Thus, rendering the possibility of 
forming a geosim series in shallow water of infinite width equally complex. In fact, the greater 
proximity of the seabed amplifies the influence of the boundary. Effects of this kind were used 
as a justification for this study at the onset. It could be considered that these have been proven 
to a sufficient extent.  

The collapsing difference between an infinitely wide water case-study, where the velocity ratio 
would reach unity, and the canal case explains the discrepancies observed between the present 
CFD method and the data of Zeng et al. (2019). Specifically, in the low Reynolds number 
range, the relative difference between the predicted (1+k) and the method of Zeng et al. (2019) 
is larger than at high Reynolds numbers. This observation fits neatly with the data presented as 
part of this study. However, it should be kept in mind that a difference of 0.7% falls broadly 
within the numerical uncertainty predicted for this study. Further studies are necessary to 
investigate the accuracy of the results observed in this respect.  

5. Conclusion 

This study has presented a numerical assessment of scale effects of a ship advancing through a 
canal. To assess the scale effects, a geosim series was formed and evaluated at three different 
scale factors. The numerical methods used comprise RANS-based multiphase and doubly body 
simulations. These enabled the assessment of the form factor and wave resistance.  

Comparison with recently developed equations describing the frictional resistance revealed 
excellent agreement with the present CFD set-up in model-scale. For high Reynolds numbers, 
the large slope of the curve terminated at too low values according to the present CFD method.  
The aforementioned equations were developed for an infinitely wide shallow water case. 
Results from this study quantified the influence of the particular canal as small. The flow being 
accelerated by less than 3% in locations near the wall as a result of the reduced clearance in 
model scale.  

Scale effects on the accelerated velocity were demonstrated in the case of flow near the ship 
and canal walls. This amounted to 0.7% difference between model and full-scale. In terms of 
boundary layer, the CFD set-up captured the well-known decrease in thickness. A measurement 
of the velocity profiles at the aft perpendicular also suggested that the wake volume as a fraction 
of the ship’s displacement is also significantly reduced from model to full-scale. 

The predicted form factor showed good agreement with recently established relationships for 
the KCS. This parameter, along with the wave resistance exhibits a monotonic decline until 
full-scale. This was confirmed by invoking well-known mathematical analysis which suggests 
the influence of vorticity and turbulence on the ship decay rapidly with increasing Reynolds 
number. 

This study should be supplemented in several ways. Geosim series with measurements of 
velocity profiles in the wake, as well as with different surface roughness would be most 
beneficial. The boundary layer of a rough surface is relatively thicker than that of a smooth 
surface. Since the decreasing boundary layer with scale is thought to counteract this, it would 
be interesting to assess this effect in shallow water. Such a study could be conducted along the 
lines of Song et al. (2019), who performed this for deep, unrestricted waters. However, wave 
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resistance is of lesser importance in such conditions, which are what could motivate a study in 
shallow waters. 

The effect of sinkage and trim is also of critical importance in shallow water, as well as hull-
propeller interactions. Neither of these were incorporated in the present study in the interest of 
computational savings. In any case, a holistic study, featuring a self-propelled geosim series 
free to sink and trim in restricted or shallow waters would be most beneficial to the wider field. 
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